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# مقدمه

تخمین عیار یکی از مهم­ترین مراحل محاسبات ذخیره و کانی­سازی است[4]. تخمین ذخیره یکی از پیچیده­ترین مسائل نزد مهندسین معدن و زمین شناسان به­شمار می­آید. روش­های زمین­آماری جزء پرکاربردترین روش­های تخمین ذخیره است[8,11] استفاده از این روش­ها به علت در نظر گرفتن فرضیات متعدد و صرف زمان زیاد دشوار است[14]. در دو دهه اخیر شبکه عصبی مصنوعی[[1]](#footnote-1) به عنوان روشی غیر خطی در بسیاری از کارهای معدنی و زمین­شناسی به کار گرفته شده­است[10, 12, 16, 17, 19, 23, 24, 25, 26]. ساختار شبکه­های عصبی بسیار متفاوت و گوناگون است که از این میان شبکه پرسپترون چند لایه[[2]](#footnote-2) «ام-ال-پی» از ساختاری استاندارد در حل مسائل مرتبط با برازش برخوردار می­باشد[2]. این شبکه در تخمین عیار مواد معدنی به طور گسترده­ای به کار گرفته شده­است[15, 17, 21].

علاوه بر آن­که این نوع شبکه دارای چندین مزیت مهم نسبت به سایر روش­ها می­باشد، ولی از معایبی نیز برخوردار می­باشد. از مهم­ترین معایب این نوع از روش­ها، وجود حساسیت آن­ها به مقادیر اولیه وزن­ها بوده و نیز این روش­ها فاقد ساختاری مناسب به­منظور تعیین پارامترهای ساختاری می­باشند[2].

به­منظور رفع این معایب به ویژه در علوم زمین، تعدادی از محققان سعی نمودند با استفاده از سایر روش­های هوش­مصنوعی از قبیل الگوریتم­ژنتیک و منطق فازی، معایب مذکور را مرتفع نموده و روش­های ترکیبی موثر دیگری را در این خصوص به کار گیرند. حاصل تعدادی از این پژوهش­ها به معرفی روش­های موثری انجامید[13, 18, 20, 22]. پاره­ای از آن­ها نیز چنین نگردید[3].

در این مقاله، کوشش شده­است با ترکیب الگوریتم ژنتیک و شبکه ام-ال-پی به بهینه­سازی پارامترهای ساختمانی توجه گردد. همچنین با تکرار مقداردهی اولیه به وزن­های شبکه و آموزش آن طی ده مرتبه متوالی موجب گردد تا حساسیت آن­ها به مقادیر اولیه کاهش یابد[9,3].

# بنیاد مدل پیشنهادی

عملکرد یک شبکه عصبی بر اساس قابلیت عمومیت­دادن[[3]](#footnote-3) آن ارزیابی می­گردد. این قابلیت به معنای آن است که شبکه چگونه در قبال داده­هایی که تاکنون با آن مواجه نشده است عکس­العمل نشان می­دهد[9]. در این مقاله برای حصول اطمینان از قابلیت عمومیت دادن مدل، روش «توقف زودهنگام» مورد استفاده قرار گرفت. در این روش مجموعه اطلاعات و داده­ها به سه دسته شامل دسته­های «یادگیری[[4]](#footnote-4)»، «اعتبارسنجی[[5]](#footnote-5)» و «آزمون[[6]](#footnote-6)» با انتخاب تصادفی تقسیم می­شود. داده­های مربوط به یادگیری و اعتبارسنجی برای آموزش شبکه به کار گرفته می­شود و دسته آزمون به منظور ارزیابی عملکرد شبکه آموزش دیده استفاده می­شوند. با به کارگیری این روش، شبکه با داده­های یادگیری آموزش داده می­شود و عملکرد آن توسط داده­های اعتبارسنجی مورد بررسی قرار می­گیرد.

## مقدمه

در روش پیشنهادی برای بهینه­سازی پارامترهای ساختمانی شبکه عصبی از الگوریتم ژنتیک در حل مسئله تخمین عیار استفاده شده است[23, 24]. به این منظور از یک شبکه ام-ال-پی با الگوریتم آموزش لونبرگ-مارکوارد[[7]](#footnote-7) «ال-ام» استفاده شده است. شبکه پیشنهادی دارای چهار «نرون» در لایه ورودی بوده که متناظر با مقادیر X، Y، Z و هر یک از نمونه­های اکتشافی به کار رفته است و همچنین یک نرون در لایه خروجی می­باشد که متناظر با عیار آهن به کار می­رود. در این روش تعداد لایه­های پنهان، تعداد نرون­های واقع در هرکدام از لایه­های پنهان، و توابع تبدیل نرون­های لایه مخفی و لایه خروجی آن­ها، پارامترهایی هستند که از طریق الگوریتم ژنتیک بهینه­سازی و تعیین می­گردند. محدودیت­های به کارگیری شده برای این پارامترها به شرح جدول 1 می­باشد.

|  |
| --- |
| جدول 1 : محدودیت­های پارامترهای ساختمانی شبکه عصبی |
| |  |  |  | | --- | --- | --- | | ردیف | نام پارامتر ساختمانی | محدودیت | | 1 | تعداد لایه مخفی | 1 یا 2 | | 2 | تعداد نرون­های لایه­های مخفی | 1 الی 70 | | 3 | توابع تبدیل | توابع سیگموئید[[8]](#footnote-8)، تانژانت هایپربلیک[[9]](#footnote-9) و آرکتانژانت[[10]](#footnote-10) تقسیم بر | |

## الگوریتم ژنتیک

در این تحقیق، نسل اولیه­ای از جواب­های ممکن به صورت تصادفی ایجاد می­شود. این نسل اولیه با احتساب کلیه پارامترهای ساختمانی مورد بررسی و مبتنی بر اعمال محدودیت­های نام برده شده حسب جدول 1 ایجاد شده­اند.

عملکرد هر «کروموزوم» الگوریتم ژنتیک از طریق محاسبه مقدار برازندگی آن تعیین می­گردد. این مقدار برابر با «ام-­اس-­ای» داده­های آزمون در شبکه­های آموزش دیده است. حساسیت شبکه به مقادیر اولیه وزن­های خود از مشکلات محاسبه ام-اس-ای می­باشد.

برای کاهش تاثیر این میزان حساسیت و یافتن مقدار برازندگی بهینه لازم دیده شد که آموزش هر شبکه در وهله نخست با مقداردهی اولیه تصادفی به وزن­های آن شبکه طی ده مرتبه تکرار صورت گیرد. در هر مرتبه از این مراحل ده گانه، شبکه به روش الگوریتم ال-ام مورد آموزش قرار می­گیرد. وزن­های بهینه شده­ای که کمترین ام-اس-ای داده­های اعتبارسنجی را در هر مرتبه از مراحل ده گانه ایجاد و تولید نمود، به عنوان وزن­های پیشنهادی آن مرتبه در نظر گرفته می­شود. در گام بعدی از میان وزن­های پیشنهادی به دست آمده از این مرتبه­های ده گانه، آن وزن­های پیشنهادی­ای که کمترین ام-اس-ای داده­های اعتبارسنجی را موجب شده است به عنوان وزن­های نهایی شبکه منظور می­شود. در انتها با محاسبه ام-اس-ای داده­های آزمون مقدار برازندگی شبکه عصبی تعیین می­گردد. با محاسبه مقدار برازندگی هر کروموزوم امکان مقایسه عملکرد کروموزوم­های یک جمعیت نسبت به یکدیگر فرآهم می­آید و زمینه برای اجرای «عملگر انتخاب» مهیا می­شود.

### عملگر انتخاب

عملگر انتخاب[[11]](#footnote-11) فرآیندی است که در آن کروموزوم­ها برای شرکت در فرآیند تولید مثل، برگزیده می­شوند. روش­های علمی مطرح شده در این زمینه شامل چرخه رولت[[12]](#footnote-12)، مسابقه[[13]](#footnote-13)، رتبه بندی[[14]](#footnote-14) و حالت پایدار[[15]](#footnote-15) می­باشند[1] که از میان آن­ها، از روش چرخه رولت استفاده گردید. *در این روش با استفاده از* مقادیر برازندگی کروموزوم­ها، *احتمال انتخاب هر رشته* تعیین و والدین مورد نظر برای تولید فرزند جدید به صورت تصادفی انتخاب گردید.

### عملگر­های تقاطع و جهش

الگوریتم ژنتیک در «عملگر تقاطع[[16]](#footnote-16)» با تبادل بلوک­های سازنده مهم بین دو رشته که عملکرد خوبی دارند، رشته جدیدی را که از بهترین بخش­های والدین خود به ارث برده است، ایجاد کند. «نرخ تقاطع[[17]](#footnote-17)» عامل تعیین کننده تعداد رشته­هایی است که اجزاء آن­ها با یکدیگر مبادله می­گردد. این نرخ در محدوده عددی 5/0 الی 1 می­باشد. تقاطع­های یک نقطه­ای، دو نقطه­ای و یکسان، سه روش مبادله­ای هستند که به صورت اساسی به کار گرفته می­شود[7].

«جهش[[18]](#footnote-18)» عملگر مهم دیگری است که به اجزاء ژنتیکی جدید اجازه معرفی به جمعیت را می­دهد. «نرخ جهش[[19]](#footnote-19)» در محدوده عددی01/0 الی 1/0 تعیین می­گردد. این نرخ امکان ایجاد جهش­های تصادفی در ژن­ها را ایجاد می­نماید[7].

طرح کلی روش پیشنهادی در شکل 1 ارائه شده است.

|  |
| --- |
|  |
| شکل 1 : نمای کلی روش پیوندی شبکه عصبی-الگوریتم­ژنتیک |

# به کارگیری مدل پیشنهادی

در این تحقیق داده­های مورد استفاده مربوط به 2000 نمونه اکتشافی از کانسار آهن دلکن می­باشد. این کانسار در استان خراسان رضوی با فاصله حدود 83 کیلومتری از جنوب غربی کاشمر و 35 کیلومتری شهرستان بردسکن قرار دارد. در شکل 2 راه­های دسترسی به کانسار آهن دلکن نشان داده شده است. عیار آهن کانسار دلکن توسط نمودار هیستوگرام در شکل 3 نشان داده شده است.

|  |
| --- |
|  |
| شکل 2 : راه­های دسترسی و موقعیت محدوده اکتشافی |

|  |
| --- |
|  |
| شکل 3 : نمودار توزیع-فراوانی عیار نمونه­های آهن |

این داده­ها به دسته بندی­های کوچکتری تقسیم شد. این دسته­بندی­ها و کاربردشان در جدول 2 ارائه شده است. این دسته بندی­ها در ابتدای پژوهش تنها برای یک مرتبه صورت گرفت و تا انتها و حصول نتیجه نهایی برای هر یک از روش­های مورد استفاده، منظور گردید.

|  |
| --- |
| جدول 2 : تقسیم­بندی داده­ها و شرح کاربرد آن­ها |
| |  |  |  |  |  | | --- | --- | --- | --- | --- | |  | روش های تخمین | | | توضیحات | | کریجینگ معمولی | روش پیوندی پیشنهادی | | | دسته بندی اولیه | دسته اول  (90% از کل داده­ها معادل 1800نمونه) | دسته بندی ثانویه | یادگیری(70% از کل داده­ها معادل 1400نمونه) | از این داده­ها برای تعیین و بهینه­سازی پارامترهای تخمین روش­های مورد نظر استفاده گردید. | | اعتبار سنجی(10% از کل داده­ها معادل 200نمونه) | | آزمون(10% از کل داده­ها معادل 200نمونه) | | دسته دوم (10% از کل داده معادل 200نمونه) | | | از این داده­ها برای مقایسه روش­های تخمین استفاده می­گردد. | |

## به کارگیری مدل­سازی کریجینگ

در این روش با تعیین مدل واریوگرام کانسار، پارامترهای تخمین آن بهینه­سازی و تعیین شد. در شکل 4 مدل واریوگرام کانسارآهن دلکن ارائه شده است. بعد از تعیین پارامترهای بهینهِ کریجینگ برای کانسار آهن دلکن، تخمین دسته کلی دوم داده­ها انجام و ام-اس-ای آن­ها محاسبه گردید. مقدار ام-اس-ای محاسبه شده برابر 79783/139 می­باشد. در بخش بعدی با محاسبه و تعیین ام-اس-ای تخمین دسته کلی دوم داده­ها توسط روش پیوندی پیشنهادی، قابلیت تخمین هر یک از روش­ها با یکدیگر مقایسه می­شود

|  |
| --- |
|  |
| شکل 4 : مدل واریوگرام کانسارآهن دلکن |

## روش جدید

به منظور به کارگیری الگوریتم ژنتیک در کانسار آهن دلکن، یک جمعیت اولیه با تعداد 50 عضو، نرخ ترکیب 8/1 و نرخ جهش 08/0 تشکیل گردید. تعداد حداکثر نسل­های این الگوریتم ژنتیک برابر 2000 در نظر گرفته شد. نظر به این­که شبکه­های عصبی مورد بررسی در روش پیوندی، در هنگام آموزش به مقدار اولیه وزن­های خود حساس نمی­باشند، لذا چنین انتظار می­رود که به کمینه ام-اس-ای داده­های اعتبارسنجی خود، بهینه گردند. با اتخاذ این رویّه، عملکرد تمامی اعضا یک نسل مورد ارزیابی قرار گرفته و از طریق عملگرهای الگوریتم ژنتیک، اعضای با عملکرد مناسب هر نسل تعیین می­شوند. سپس این اعضا با تولید نسل بعدی خود، پارامترهای مناسب خود را به نسل بعدی انتقال می­دهند. به این طریق با انتقال پارامترهای بهینه شده از نسلی به نسل دیگر می­توان امیدوار بود شبکه برگزیده در نسل پایانی، بهترین عملکرد را در تخمین داده­های مسئله داشته باشد. در شکل 4 به صورت خلاصه تاثیر بهینه سازی الگوریتم ژنتیک در یافتن شبکه­های با عملکرد بهتر از نسل آغازین تا پایانی این الگوریتم، نمایش داده شده است.

|  |
| --- |
|  |
| شکل 5 : نمودار تاثیر الگوریتم ژنتیک بر عملکرد پنج شبکه برتر نسل­ها |

در این مدل پیشنهادی شبکه عصبی بهینه شده توسط الگوریتم ژنتیک دارای یک لایه مخفی با تعداد 53 نرون می­باشد.

توابع تبدیل متعلق به لایه­های مخفی و خروجی از نوع آرکتانژانت تقسیم بر هستند.

همچنین در مدل پیشنهادی، این شبکه بر روی دسته دوم داده­ها به کار گرفته شد. ام-اس-ای حاصل از آن برابر 18137/74 به دست آمد.

# نتیجه­گیری و کارهای آینده

در این تحقیق، روشی جدید پیوندی برای تخمین عیار سنگ آهن در کانسار آهن دلکن به کارگیری شد. به دلیل آن­که شبکه عصبی ام-ال-پی به پارامترهای ساختمانی خود شامل تعداد لایه­های مخفی، تعداد نرون­های هر کدام از آن­ها و نوع توابع تبدیل حساس می­باشد، لذا روشی جدید پیوندی برای کاهش میزان حساسیت این نوع شبکه به این پارامترها پیشنهاد گردید. با به کارگیری روش پیوندی ملاحظه شد که خطای تخمین به صورت قابل ملاحظه­ای کاهش یافت. همچنین در روش پیشنهادی پارامترهای ساختمانی بهینه با استفاده از الگوریتم ژنتیک تعیین، و عملکرد روش پیشنهادی با روش کریجینگ مورد مقایسه قرار گرفت. نتایج به دست آمده موّید برتری روش پیشنهادی نسبت به روش کریجینگ معمولی است.
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